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PROJECT IMPACT

Achievements and results of the project 

In Broadcast: 

1. �fast sensor operation for slow-motion recording 
during live television; 

2. �new single sensor architecture for an entry level 
broadcast camera; 

3. �generation of depth maps from single video frames.

In Security & Safety: 

1. �new camera with 4k image at 60 frames per second 
(fps) and new digital interface to replace existing 
HD solutions; 

2. �thermal imager based on new micro-bolometer 
sensor and specific read-out IC to enhance 
detection in situational awareness systems; 

3. �Edge AI inference to detect low resolution persons 
in high resolution image streams in real-time.

On sensing technology: 

1. �3D stacked sensor for AR/VR; 

2. �new performance measurement on electro-optical 
systems; 

3. �a novel process to enhance wave-length sensitivity 
on CMOS imagers.

Background, objectives of the project and 
challenges

All partners are active in the image acquisition & 

processing value chain, delivering innovations to 
support market & user needs of image-based devices. 

Objectives: 

1. �In Broadcast improve image capturing capabilities 
for content creators to support the growth  
in media consumption. 

2. �In security/safety systems, deliver operators 
information to do a better job and keep humans safe. 

3. �In Sensor technology, support useability of 
upcoming AR/VR applications and enable cost 
effective broadband imaging.

Enhance image capture systems for broadcast, and security & safety 
applications, by introducing cost-efficient technology advances with 
ease-of-use for (end) users. [MANTIS]

Image capture system capabilities need constant improvement to help content creators support 
the growing need for media consumption; provide security & safety systems/operators with better 
information; support useability of upcoming AR/VR. Project goals:

• �Introduce single sensor broadcast camera (2/3 inch) with slow-motion capabilities to lower market

• �Improve detection & recognition in security/safety through sensing & embedded AI inference

• �Develop CMOS sensor (technology) for eye-tracking in AR/VR glasses; study spectral  
sensitivity enhancement; and a develop performance model for electro-optical (EO) systems  
with the human-in-the-loop
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Addressed challenges: 

Broadcast:

1. �Maximum frame rate of the 4K CMOS image sensor 
developed in SENSATION was increased from  
3 to 6 times for better slow-motion replay. 
Challenge: changing the read-out mechanism 
cleverly by using a feature in the pixel architecture

2. �The broadcast camera architecture has been 
adapted to enable use of a single 4K CMOS image 
sensor with color filters to create either HDTV or 4K 
depending on the internal processing. This enables 
a cheaper camera for lower market segments

3. �The creation of depth maps from single frames has 
been researched, to enable focusing and shallower 
depth of field (drama shots) without the need for 
large format sensors (other cameras)

Security & Safety:

4. �The 4K60 camera required a new video pipeline 
and camera design allowing it to operate at twice 
the speed of the existing camera within the same 
outline and power usage

5. �The thermal imager required a new readout IC to 
support non-cooled imaging in compact format

6. �For detecting small objects (e.g. persons) in outdoor 
image streams based on minimal set of pixels with 
edge AI, new labelled datasets were needed, a 
multi-image (temporal) algorithm was introduced 
and performance evaluation in four seasons was 
conducted

Sensor Technology:

7. �To fit a small camera (1.8mm x 1.8mm) with 
sufficient resolution into the mount of AR/VR 
glasses, a 3D-stacked, miniaturized imager was 
successfully designed and tested

8. �To extend wave-length sensitivity of CMOS sensors 
beyond the limit of silicon, a study was started 
to add SWIR sensitive materials to CMOS pixels 
based on the TU Delft proprietary method of ‘layer 
exchange’

9. �To judge the performance of imaging systems 
as used by humans (DRI), a human performance 
model was extended to improve capabilities of the 
‘triangle orientation detection’ model.

Technological achievements 

Key technology breakthroughs realized are

	— 6-speed 4K on sensor level in broadcast allowing 
better slow motion replay

	— Very small 3D stacked global shutter pixel and 
sensor with high contrast and Near-infrared (NIR) 
sensitivity

	— First enabling results on ‘layer exchange’ process 
research

	— Low power highly compact rugged high speed 
security camera on CoaXPress

	— Sensor agnostics Analog Signal Processor for 
uncooled infrared/thermal imaging

	— Proven inference accuracy on small object 
detection through multi-image detection model

Top-5 capabilities

	— Single 4K resolution sensor camera for live 
television broadcast

	— 4K at 60fps rugged security/safety camera

	— High performance miniaturized image sensor for 
eye-tracking

	— Real-time multi camera stream edge inference for 
small object detection

	— Proof of layer-exchange process feasibility

Demonstrators’ exploitation:

Broadcast:

1. �6-speed capability will be commercialized for 
6-speed HDTV in combination with a 4K output in 
normal frame rate. 

2. �Single sensor camera architecture will be 
commercialized in HDTV (Q1 ’25).

3. �The depth map generation requires more research.

Security&Safety:

1. �4k60 rugged camera for security and spin-off 
products for industrial applications are introduced 
in 2024, design-in & production will start in 2025

2. �Thermal camera with ASPIC waits for business case 
improvement
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3. �Small Object Detection labelled dataset to be 
extended in follow-up research

Sensor Technology:

1. �Spin off sensor with pixel from CAVIAR project and 
MANTIS project design blocks is introduced in the 
market (Mira016)

2. �Layer exchange process is followed up in 
IMAGINATION and ENTERTAIN. Exploitation 
expected in ENTERTAIN (2027-2028)

3. �System optical performance model will be explored 
with 2 leads in 2025

Market Potential 

Broadcast:

1. �Competitors cannot output 6-speed HDTV slow 
motion in combination with a native 4K live output, 
as they read HDTV resolution out of their image 
sensors for 6-speed.

2. �With the new single sensor camera architecture 
Grass Valley can address lower market segments.

Security & Safety:

1. �Teledyne Adimec 4K60 will follow-up current HD 
and 4k30 cameras. This will be in new system 
designs and replacement upgrades. Spin-off 
cameras based on the same camera architecture to 
industrial applications support new cost-efficient 
implementations in both visible and short-wave 
infrared (SWIR). 

2. �IDEAS Thermal imager faces competition from low-
cost Chinese solutions in civil applications but may 
offer advantages for space and defense based on 
western supply-chain.

Consumer and Technology:

1. �Compact low power sensor for eye-tracking in AR/
VR glasses will take-off with penetration of such 
devices in consumer. Spin-off sensors find their 
way into applications such as medical endoscopes, 
allowing ams OSRAM to leverage from new 3D 
stacked sensor technology.

2. �Cost efficient wave-length extension on CMOS 
sensors will drive new applications in cost-efficient 
environments. Potential will become clear in the 
ENTERTAIN project (2027-2028).
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Using AI-based algorithms, targeted 
working hypotheses can be derived more 
quickly and confirmed with only a few 
analysis steps. New approaches in the 
fields of automated and self-learning 
image processing, measurement systems 
and failure analysis methods could also be 
utilized for defect control. Linking smart 
and more automated failure diagnostic 
tools along the process chain (in line 
with concepts derived from Industry 4.0) 
and correlating these with degradation 
mechanisms and failure catalogs 
offers great potential for improving the 
efficiency and quality of production and 
reducing manufacturing costs.

Furthermore, these fast and powerful 
tools for failure recognition and 
interpretation, as well as for correlation 
to available metrology and electrical 
testing data along the manufacturing 
process chain, will be key for further 
technological developments. 

Expertise across the entire value 
chain

FA 4.0 is able to take its holistic 
approach by bringing together research 
institutes and companies from across 
the entire value chain, including leading 
semiconductor and electronic system 
suppliers and medium and small 
businesses (SMEs). The project will 
strengthen the strategic alliance of 
European semiconductor manufacturers, 
FA tool providers and research institutes, 
and leverage their combined expertise in 
failure analysis, methodologies and tool 
supply to develop these new solutions for 
smart failure analysis.

Strategic market access and 
new opportunities 

The market importance of FA 4.0 is huge. 
As demand for high-tech products for 
applications like autonomous driving, 
electric vehicles, smart industry, energy 
efficiency, 5G telecommunications and 
Internet of Things (IoT),  and medical 
applications grows, reliability and quality 
are no longer an ‘add-on’ to technological 
innovation but an essential requirement 
for market access. Experts in the field 
have stated that “Reliability is emerging 
as the top priority across the hottest 
growth markets for semiconductors, 
including automotive, industrial and 
cloud-based computing…” . Moreover, AI 
is seen as having a key role in enabling this 
reliability. Thus, the outcomes of FA 4.0 
will be of crucial importance to ensuring 
the European electronics industry has 
access to the strategic markets of the 
future. In addition, the project will open 
up opportunities for European failure 
analysis equipment manufacturers. 

In effect, the collaboration in FA 4.0 
between semiconductor and system 
suppliers, diagnostic tool manufacturers 
and leading research institutes will 
strengthen the European ECS industry’s 
global competitiveness to design and 
manufacture reliable, high quality and 
cost-effective products. The close 
cooperation between the partners in 
the consortium will allow European 
companies to deliver both innovative 
electronic products and the required 
failure analysis tools that increase 
reliability and quality and shorten product 
development cycle times.

EURIPIDES² and PENTA are two EUREKA Clusters.

PENTA purpose is to catalyse research, development and innovation in 
areas of micro and nanoelectronics enabled systems and applications.

EURIPIDES² promotes the generation of innovative, industry-driven, pre-
competitive R&D projects in the area of Smart Electronic Systems.

EURIPIDES² / AENEAS Office
44 rue Cambronne  

F-75015 Paris - France  
Tel. +33 1 40 64 45 80 
Fax +33 1 40 64 45 89  

euripides@euripides-eureka.eu  
penta@aeneas-office.org

KEY APPLICATION AREAS

 Transport and Smart Mobility

 Digital Industry

ESSENTIAL CAPABILITIES
 ECS Process Technology, Equipment,  

Materials & Manufacturing

PARTNERS
cyberTECHNOLOGIES GmbH
Direct conversion AB
Ecole des Mines de Saint Etienne
Ericsson AB
Excillum AB
Fraunhofer Institute for Microstructure of 
Material and Systems IMWS 
Gimic
Infineon Technologies AG
Jean Monnet University (Saint-Etienne) in 
Lyon University
Kern Microtechnik GmbH
Materiex AB
Matworks GmbH
Orsay Physics
PVA TePla Analytical Systems GmbH
RISE IVF AB
Robert Bosch GmbH
STMicroelectronics Grenoble 2 SAS
STMicroelectronics (Tour) SAS
STMicroelectronics (Rousset) SAS
TESCAN ORSAY HOLDING 
University of Stuttgart

COUNTRIES INVOLVED

 Czech Republic

 Germany

 France 

 Sweden

PROJECT LEADER
Dr. Klaus Pressel  
Infineon Technologies AG 

KEY PROJECT DATES
01 April 2020 - 31 March 2023 

CO-LABEL

KEY APPLICATION AREAS

	 Digital Life

	 Systems and Components 
Architecture, Design 
& Integration

ESSENTIAL CAPABILITIES

	 Systems and Components 
Architecture, Design 
& Integration

PARTNERS
ams Sensors Belgium

Teledyne Adimec Advanced Image  
Systems BV

Delft University of Technology , Delft,  
the Netherlands

Grass Valley Nederland BV

Integrated Detector Electronics AS - IDEAS

TNO

COUNTRIES INVOLVED

	 Netherlands

	 Belgium

	 Norway

PROJECT LEADER
Marcel Dijkema

KEY PROJECT DATES
01 May 2021 - 31 October 2024

Societal & Economic Impact

Our project empowers broadcasters 
with advanced imaging for today’s 
demands—immediacy, interaction, 
and immersion—while IP interfacing 
supports remote work, cutting event-
related travel emissions. Realised 
security innovations enhance detection 
accuracy and safety operations by 
system/human operators. Miniaturized 
sensors drive AR/VR adoption, 
potentially reducing leisure travel needs, 
while new CMOS processes target cost-
effective imaging beyond visible light, 
unlocking new potential for our society. 
These advancements address societal 
needs, foster economic growth, and 
contribute indirectly to environmental 
sustainability.

Patents, Standardisation, 
Publications

Work in the project resulted in 15 
patents: 10 by ams OSRAM, 5 by Grass 
Valley. Teledyne Adimec and Grass 
Valley are involved in standardisation 
work, including SMPTE, ANWA-NMOS, 
CoaXPress. Project released a white-
paper and organised two ePictureThis 
workshops on imaging technologies. 
Work from partners is presented on 
several congress. See website https://
project-mantis.eu for details.

Future Developments

1. �Research on depth map generation 
continues in PENTA IMAGINATION.

2. �Collaboration Teledyne Adimec & 
Grass Valley on broadcast 4K sensor 
in Machine Vision continues in next 
projects and will be a vehicle to 
research the layer exchange process 
development at TU Delft.

3. �In Xecs ENTERTAIN Grass Valley and 
Teledyne Adimec will collaborate 
further on CMOS image sensor 
development and investigate the 
possibility to reuse broadcast CMOS 
image sensor IP for the development 
of CMOS image sensors for Teledyne 
Adimec products.

4. �ams OSRAM, Grass Valley, Teledyne 
Adimec and TU Delft will work on 
prototype feasibility of CMOS sensors 
and cameras with Layer Exchange 
process technology in ENTERTAIN.


